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Non-Markovian quantum dynamics: Correlated projection superoperators
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The time-convolutionless (TCL) projection operator technique allows a systematic analysis of the non-
Markovian quantum dynamics of open systems. We present a class of projection superoperators that project the
states of the total system onto certain correlated system-environment states. It is shown that the application of
the TCL technique to this class of correlated superoperators enables the nonperturbative treatment of the
dynamics of system-environment models for which the standard approach fails in any finite order of the
coupling strength. We demonstrate further that the correlated superoperators correspond to the idea of a best
guess of conditional quantum expectations, which is determined by a suitable Hilbert-space average. The
general approach is illustrated by means of the model of a spin that interacts through randomly distributed
couplings with a finite reservoir consisting of two energy bands. Extensive numerical simulations of the full
Schrodinger equation of the model reveal the power and efficiency of the method.
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I. INTRODUCTION

Realistic quantum-mechanical systems are influenced
through the coupling to an environment that contains a large
number of mostly uncontrollable degrees of freedom. The
unavoidable interaction of an open quantum system with its
environment gives rise to the mechanisms of damping and
dissipation, and to a strong and often rapid loss of quantum
coherence. Applications of the theory of open quantum sys-
tems [1] are found in almost all areas of physics, ranging
from quantum optics [2] to condensed-matter physics [3] and
chemical physics [4], from quantum information [5] to spin-
tronics [6]. Moreover, the theory of open quantum systems
provides the foundations of quantum measurement theory
[7], decoherence [8], and the emergence of thermodynamic
behavior [9].

In a microscopic approach, one regards the total system,
which is composed of the open system § and its environment
E, as a closed quantum system following a Hamiltonian time
evolution. One of the central goals of the theoretical treat-
ment is then the analysis of the dynamical behavior of the
populations and coherences, which are given by the elements
of the reduced density matrix pg(z)=trgp(z). Here, p(z) de-
notes the density matrix of the composite system and trg the
partial trace taken over the environment.

In the Markovian regime, a complete mathematical theory
is available that is based on the concepts of completely posi-
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tive quantum dynamical semigroups and the corresponding
Markovian master equations in Lindblad form [11-14].
However, if the physical conditions underlying the Markov
approximation are violated, one has to cope with strong non-
perturbative and memory effects, and the theoretical and
mathematical treatment of the reduced system dynamics is
typically much more involved.

A systematic approach to non-Markovian dynamics is
provided by the projection operator techniques [15,16],
which are extensively used in nonequilibrium thermodynam-
ics and statistical mechanics [17,18]. The key concept of
these techniques consists of the introduction of a certain pro-
jection superoperator P, which acts on the operators of the
state space of the total system. The superoperator P formal-
izes the idea of the elimination of degrees of freedom from
the complete description of the states of the total system.
Thus, if p is the density matrix of the composite system, the
projection Pp serves to represent a simplified effective de-
scription through a reduced set of variables. For this reason,
the projection Pp is called the relevant part of the total den-
sity matrix, while the complementary projection Qp=p
—Pp is referred to as the irrelevant part.

With the help of the projection operator techniques, one
derives closed equations of motion for the relevant part Pp(z)
from which one obtains approximate master equations by
means of a systematic perturbation expansion with respect to
the system-environment coupling. We shall concentrate in
this paper on a specific variant of the technique, which is
known as the time-convolutionless (TCL) projection opera-
tor method [19-23]. The advantage of this formulation is that
it leads to dynamic equations for Pp(r) that are local in time
and involve an explicitly time-dependent generator. A gen-
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eral account of projection operator methods and, in particu-
lar, of the TCL approach and its applications may be found in
Ref. [1].

In the standard approach to the dynamics of an open sys-
tem, one chooses a projection superoperator, which is de-
fined by the expression Pp=ps® pg, where pg is some fixed
environmental state. This superoperator projects the total
state p onto an uncorrelated tensor product state. Since pg is
considered as fixed, it implies that the elements of the re-
duced density matrix pg(z) represent the relevant variables
used for an effective description of the reduced system dy-
namics. This ansatz for the projection superoperator P is
widely used in studies of open quantum systems. It has been
used to derive Markovian and non-Markovian quantum mas-
ter equations for many applications (see, e.g., [24-28]).
Moreover, non-Markovian generalized master equations for
the reduced density matrix have been developed on the basis
of phenomenological considerations [29].

The paradigm of these and many other approaches is the
usage of the reduced density matrix pg(7) as dynamical vari-
able for which appropriate (exact or approximate) dynamic
equations are to be developed. However, it is important to
realize that the projection operator techniques are much more
general and flexible and that they offer many further possi-
bilities for the construction of suitable projection superopera-
tors. The only formal condition that must be satisfied in order
to apply the techniques is that PP is a map that operates on the
total state space and has the property of a projection operator,
i.e., P>="P. This is a very general condition that can be ful-
filled in many different ways.

We mention two examples: In the analysis of classical
stochastic processes, one considers a projection of the form
PX(r)=(X(r)), which takes any stochastic process X(7) to its
average (X(¢)) [19]. With this choice, the TCL technique
leads to a cumulant expansion of the dynamic equation for
the average [30-33]. In nonequilibrium thermodynamics, a
further projection of the form Pp=pg,, is often introduced
that maps any density matrix p to its diagonal part py,, in a
suitably chosen basis, yielding the famous Pauli master equa-
tion in lowest order of the TCL expansion [18].

In the present paper, we shall construct a class of projec-
tion superoperators P that enable the nonperturbative treat-
ment of highly non-Markovian processes in open quantum
systems. These superoperators project the state of the total
system onto a correlated system-environment state, i.e., onto
a state that contains statistical correlations between certain
system and environment states. Thus, we give up the para-
digm of using the reduced density matrix as the dynamical
variable and enlarge the set of relevant variables to account
for statistical correlations that are responsible for strong non-
Markovian effects. The idea of introducing additional vari-
ables has been realized in different ways and used in various
contexts [34-39]. Here, we implement this idea directly in
the definition of a projection superoperator and connect it
with the method of the TCL technique. This connection en-
ables us to determine higher-order corrections in a systematic
way and, hence, to assess the quality of the approximations
obtained.

Recently, an entirely different approach has been sug-
gested, the Hilbert-space-average method (HAM) [9,10].
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This method employs the concept of a best guess for condi-
tional quantum expectation values. It is based on the deter-
mination of a conditional Hilbert-space average. The method
provides us with a systematic principle to estimate quantum
expectation values conditioned on prescribed values for the
expectations of a given set of operators on the total state
space. HAM can be used to construct effective equations of
motion for the given set of operators and, hence, yields an
alternative approach to non-Markovian quantum dynamics. It
will be shown here that the method of the Hilbert-space av-
erage and the projection operator techniques, which are
based on the class of correlated projection superoperators,
are closely related. In fact, we are going to demonstrate that
HAM represents the lowest order of the TCL expansion cor-
responding to this class of superoperators.

The application and efficiency of our approach will be
illustrated and discussed here by means of a specific system-
reservoir model. The model consists of a spin that interacts
with two environmental energy bands through a set of ran-
dom couplings [40,41]. This model exhibits an unexpected
feature. Namely, it turns out that the usual Born-Markov ap-
proximation fails for this model, although the standard Mar-
kov condition is satisfied, i.e., although the width of the en-
vironmental two-point correlation function is small
compared to the relaxation time. By contrast, it will be dem-
onstrated by means of a comparison to the numerical solu-
tion of the full Schrodinger equation of the model that the
TCL expansion using the correlated projection superoperator
yields accurate results already in lowest order of the pertur-
bation expansion.

The paper is organized as follows. The class of correlated
projections will be introduced in Sec. II. This section also
contains a brief general account of the projection operator
techniques and introduces the basic dynamic equations as
well as the perturbation expansion of the master equations
for the relevant variables. The principles and equations of the
Hilbert-space-averaging method are outlined in Sec. III,
where we will also describe the connection between the prin-
ciples of HAM and the structure of the correlated projection
superoperators. Section IV contains the application of the
general concepts developed here to a specific system-
reservoir model. We shall discuss, in detail, the origin of the
failure of the Born-Markov approximation and show that the
new projection superoperators yield an efficient and accurate
approximation of the dynamics and why. Finally, we draw
our conclusions in Sec. V.

II. PROJECTION OPERATOR TECHNIQUES
A. Projection superoperators

We consider an open quantum system S with state space
‘Hs, which is coupled to an environment E with state space
‘Hp. The Hilbert space of states of the composite system is
given by the tensor product H="H¢® Hy. We assume that the
dynamics of the total density matrix p(z) of the composite
system is governed by some Hamiltonian of the form
H=H,+V, where H, generates the free time evolution of the
system and of the environment, and V describes the system-
environment coupling. We work in the interaction represen-
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tation and write the von Neumann equation of the combined
system as

d :

5P =—1LV().p(0]= L1)p(2). (2.1

where V(¢) is the Hamiltonian in the interaction picture and

L(1) denotes the corresponding Liouville superoperator.
The projection operator techniques are based on the intro-

duction of a projection superoperator P. This is a linear map

p—Pp, (2.2)

which takes any operator p on the total state space H to an
operator Pp on H, and which has the property of a projection
operator

Pr="P. (2.3)

Given a map P with this property, one employs the projec-
tion operator techniques to derive from the von Neumann
equation (2.1) for the total density matrix p(r) exact and
closed equations of motion for its projection Pp(z) (see Sec.
II B). The basic idea underlying this approach is the follow-
ing. With an appropriate choice for the projection superop-
erator, one intends to obtain a description of the dynamics of
system states, which is much simpler and much more effi-
cient than the description by means of the full density matrix
p(t). Thus, the map P expresses the transition from the full
representation in terms of the total density matrix p to a
simplified, effective description through a reduced set of dy-
namical variables defined by the structure of the projection
Pp.

Equation (2.3) is our first basic condition. It is this condi-
tion that allows the formal application of the projection op-
erator techniques to open quantum systems. The ultimate
goal is to determine from the equations of motion for Pp(z)
the dynamics of the density matrix pg(z) of the reduced open
quantum system. To this end, we need one further condition.
Namely, whatever the form of the projection superoperator
is, we demand that Pp contains the complete information
required to reconstruct ps. We therefore impose the second
basic condition

ps = trgp = trg{Pp}. (2.4)

The first equation is just the definition of the reduced density
matrix that is obtained by taking the partial trace over the
environment. The second equation states that, in order to
determine pg, we do not really need the full density matrix of
the total system, but only its projection Pp. Hence, the re-
duced density matrix pg(7) is found by taking the environ-
mental trace of the equations of motion for Pp(z).

Within the standard approach to the dynamics of open
systems using projection operator techniques, one defines a
projection superoperator of the form

Pp = (trzp) ® p, (2.5)

where py is some fixed environmental density matrix re-
ferred to as the reference state. This superoperator clearly
satisfies our basic conditions (2.3) and (2.4). By use of this
P, the total state of the system is represented by means of the
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tensor product state pg® pg. Regarding the reference state pg
as fixed, one uses the reduced density matrix pg(z) as the
dynamical variable. Applying the projection operator tech-
nique, one then finds a master equation for the reduced den-
sity matrix pg whose coefficients are given by certain multi-
time correlation functions, defined by averages with respect
to the reference state pg. In particular, the master equation
obtained in second order of the coupling yields the Born
approximation of the dynamics, which involves certain two-
time environmental correlation functions.

Our class of correlated projection superoperators is ob-
tained as follows. We take any orthogonal decomposition of
the unit operator I on the state space of the environment,
i.e., a collection of projection operators I1, on H that satisfy

M0, = 8,11, X T,=1I. (2.6)
Then we can define a linear map by means of
1
Pp=2 uefllp} © 11, (2.7)

where N,=trg{II }. It is again easy to verify that this super-
operator fulfills the requirements (2.3) and (2.4). In contrast
to the standard projection (2.5), which uses a representation
by a tensor product state, the new projection (2.7) employs a
set of unnormalized density matrices

p§" = e {I1,p} (2.8)

in order to describe the states of the composite system. The
set of the density matrices p(S“)(t), therefore, represents the
dynamical variables defined by the projection superoperator
(2.7). Applying the projection operator technique, one is then
led to a coupled system of equations of motion for the
pga)(t), from which one obtains the reduced density matrix
itself by means of the relation (2.4)

ps(1) = trg{Pp(0)} = 2 pi(1). (2.9)

In the theory of entanglement (see, e.g., Ref. [42]) a state
of the form given by Eq. (2.7) is called separable or classi-
cally correlated [43]. The approach based on a projection of
this form thus tries to approximate the total system’s state
through a classically correlated but nonfactorizing state. Of
course, one can also construct projection superoperators that
lead to nonseparable (entangled) states Pp. The examples
discussed below belong to the classes of projection operators
defined by Eqgs. (2.5) and (2.7).

B. Equations of motion

Basically, there are two variants of the projection operator
technique. The first one is the prominent Nakajima-Zwanzig
method [15,16]. It leads to a first-order integrodifferential
equation for Pp(r), which contains a time integration over
the past system history involving a certain memory kernel.
The second variant is known as the time-convolutionless
(TCL) projection operator technique [19,20], which yields a
time-local equation of motion for Pp(z). We shall use this
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second variant of the projection operator technique in the
present paper. Its advantage is that in any order of the cou-
pling, one only has to solve a first-order differential equation
that is local in time. It should be emphasized, however, that
the general considerations developed here may also be ap-
plied to the Nakajima-Zwanzig projection operator tech-
nique.

The TCL projection operator method leads to an equation
of motion for the projection Pp(r), which is of the general
form

d

5 7P =K Pp(r) + Z(1) Qp(0). (2.10)
This is an exact inhomogeneous linear differential equation
of first order. Both the TCL generator K(z) of the linear part
and the inhomogeneity Z(z) are explicitly time-dependent su-
peroperators.

The inhomogeneous part of Eq. (2.10) is determined by
the projection Qp(0) of the initial state, where Q=I1—P is the
projection superoperator complementary to P, and I denotes
the unit map. We observe that the inhomogeneous term van-
ishes if the initial state satisfies the relation Qp(0)=0, i.e., if

Pp(0) = p(0). (2.11)

Obviously, this relation simplifies the equation of motion
(2.10). In the case of the standard projection (2.5), it implies
that p(0) is an uncorrelated tensor product state, i.e. p(0)
=ps(0) ® pg. In the case of the projection (2.7), however, Eq.
(2.11) merely implies that the initial state is of the correlated
form given by the structure of the projection superoperator
(2.7).

In general, the TCL generator X(7) and the inhomogeneity
Z(t) are extremely complicated objects, and the exact solu-
tion of Eq. (2.10) is as difficult as the solution of the full von
Neumann equation for the total system. However, Eq. (2.10)
can be used as a starting point of a systematic perturbation
expansion with respect to the strength of the interaction
Hamiltonian V. With the help of the TCL technique, one
derives a closed expression for the corresponding expansion
of the TCL generator

K1) =2 K, (D). (2.12)
n=1
The nth-order contribution is given by
1 tl -2
KC,(1) =f dtlf dtz'"J dt,_,
0 0 0
XCL@LE)L() o Lty )oe- (2.13)

The quantities
(L)L) L(L) -+ L(8y1)Doc
=2 (= DIPL(t) -+ L)PL() - L()P -+ P

are known as ordered cumulants [30-33] and are defined by
the following rules: (i) Write a string of the form PL...LP
with n factors of £ in between two P’s. (ii) Insert an arbi-
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trary number ¢ of factors P between the £’s such that at least
one L stands between two successive P’s. The resulting ex-
pression is multiplied by a factor (—1)9, and all £L’s are fur-
nished with a time argument; the first time argument is al-
ways . The remaining £’s carry any permutation of the time
arguments f,f,,...,t,_; with the only restriction that the
time arguments in between two successive P’s must be or-
dered chronologically. In the above expression, we thus have
1= =, ;= =1, elc. (iii) Finally, the ordered cumu-
lant is obtained by a summation over all possible insertions
of P factors and over all allowed distributions of the time
arguments.

In many physical applications, it may be assumed that the
relations

PLA)L(ty) -+ L(t,,)P=0 (2.14)

hold, which means that any string containing an odd number
of L’s between successive factors of P vanishes. Following
the above rules, one then finds that all odd-order contribu-
tions /C,,,,(#) vanish, while the second- and the fourth-order
terms take the form

Ky(1) = f dtyPL(t)L(t,)P, (2.15)
0

and

Kol = J dn f i, f [ PL L) L) Lty P
0 0 0

—PLOL(t)PL(t,) L(t3) P
—PLL(L)PL(t) L(t;) P

—PL@E)L(3)PL(t;) L(2,)P]. (2.16)

The performance of the formal expansion outlined above
strongly depends, of course, on the choice of the projection
superoperator P. In other words, the quality of the approxi-
mation obtained by truncating the expansion at a given order
n crucially depends on the structure of the chosen projection.
It is important to note that the technique yields an expansion
of a certain system of equations of motion and not of the
reduced system’s density matrix itself. Taking different pro-
jection superoperators, one uses entirely different sets of dy-
namical variables, which obey completely different equa-
tions of motion. Hence, changing the projection
superoperator amounts to changing the set of dynamical vari-
ables and the whole structure of the equations of motion, and
to a nonperturbative reorganization of the expansion. It may
even happen that the solution of the equations of motion in a
given order for one particular projection represents the solu-
tion to all orders for another projection. This point will be
illustrated in Sec. IV by means of a specific system-reservoir
model.
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II1. HILBERT-SPACE-AVERAGING APPROACH
TO THE REDUCED DYNAMICS

A. Hilbert-space-average method

The Hilbert-space-average method (HAM) is, in essence,
a technique to produce guesses for the values of quantities
defined as functions of a wave function |¢) if |¢/) itself is not
known in full detail, only some features of it. In particular, it

produces a guess for the expectation value (y|A| ) if the
only information about |¢) is a set of different expectation
values (| B,| #)=B,. Such a statement naturally has to be a

guess since there are, in general, many different |¢) that are
in accord with the given set of B, but produce possibly dif-

ferent values for (/A |4). The question now is whether the
distribution of (i|A|#)’s produced by the respective set of
|¢)’s is broad or whether almost all those |#)’s yield
<¢|A|¢)’s that are approximately equal. It turns out that if

the spectral width of A is not too large and A is high-
dimensional, almost all individual |¢) yield an expectation

value close to the mean of the distribution of (¢/|A|y)’s. In
spite of this being crucial, for the following we refer the
reader to [9] for details. To find that mean, one has to aver-
age with respect to the |¢)’s. We call this a Hilbert-space
average A and denote it as

A=A i, jir=,)- (3.1)

This expression stands for the average of <¢|A|t//> over all
i) that feature (y|B,|#)=B, but are uniformly distributed
otherwise. Uniformly distributed means invariant with re-

spect to all unitary transformations that leave (i|B,|#)=B,
unchanged. One may rewrite (3.1) as

A=wfAa} with a=[v)}Ulys pes) (3:2)

How is & to be computed? Any unitary transformation that
leaves (i|B,|#)=B, invariant has to leave & invariant, i.e.,

¢ae6=& with [G,B,]=0. (3.3)

This, however, can only be fulfilled if [é,&]:O, and this
leads to the general form

&a=>b,B,. (3.4)

(In principal, there could be addends of the form, e.g., éném
etc., but since all én we are going to consider below together
with zero form a group, those addends are already contained
in the above sum.)

Furthermore, one, of course, has the following conditions:

w{aB,} =B,, (3.5)

One thus obtains
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B,,= 2, t{B,B,}b, (3.6)

from which the b, may be determined. Thus, the construction
of a given Hilbert-space average is defined with the help of
Egs. (3.6), (3.4), and (3.2). According to this scheme, “best
guesses” for certain expectation values will be produced be-

low. The explanation of HAM in full detail is beyond the
scope of this text and can be found in [9,44].

B. HAM, projection operators, and dynamics

In the following, we explain how HAM can be used to
produce the reduced dynamics of a quantum system coupled
to some environment, just like the techniques described in
Sec. II. Consider the full system’s pure state at some time ¢,
ly(z)). Let DA(T) be a time evolution operator describing the
evolution of the system for a short time, i.e., |4(t+7))

=D(7)| (1)). This allows for the computation of a set of

observables é,, at time t+7

B,(1+7) = (0| D' (1B, D(7)| ). (3.7)
Now assume that rather than |¢(?)) itself, only the set of

expectation values B, (r)=(y(1)|B,| 1)) is known. The ap-
plication of HAM produces a guess for the B, (7+ 7) based on
the B, (1)

B(t+7) = [(¢D (DB,DD| Aois pr-s, 01 (3-8)

(Note that here the |¢) appear rather than the |¢(1)) because
those are not actually realized states but denote the set of
states over which the Hilbert-space average has to be taken.)
Iterating this scheme, i.e., taking the B, (t+ 7) for the B,(z) of
the next step allows for the stepwise computation of the evo-
lution of the B,,’s. If the set of the B, is chosen such that it
determines the local state of the considered quantum system
completely, this technique produces the local reduced dy-
namics. The result is, of course, just like HAM itself—only a
best guess—but for appropriate systems, this guess can be
rather accurate.

Here, the é,,’s are chosen specifically as operators corre-
sponding to elements of the reduced density matrix of the
considered system and the occupation probability of “energy
bands” of the environment

én = éija = |l><.]| ® Ha’ (39)

where |i),|j) are energy eigenstates of the considered system
and I1, is as described in Sec. II A a projector, projecting out
the energy eigenstates of the environment belonging to an
interval AE, around some mean band energy E, labeled by

the index a. Let (1//|é,-ja | ) =B, then one gets for the ele-
ments p;; of the reduced density matrix

PijZEBjia- (3.10)

Thus, the above-defined set of expectation values determines
the reduced state of the system completely. The set of states
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& (which belong to the Hilbert-space average defined by the
Bj;, [in the sense of Eq. (3.2)]) is, following the scheme
described in Sec. III A, found to be
B
&= 2 Zjia

N;“Bij,,. (3.11)

ija

(This turns out to be the same state one would have gotten
from minimizing the purity under the subsidiary condition
set by the given expectation values Bj;,.) A comparison to the
considerations of Sec. Il A reveals that & has exactly the
form produced by the application of the projection superop-
erator P [see Eq. (2.7)]. Exploiting Egs. (3.1), (3.2), and
(3.11) one can write a specific form of Eq. (3.8) for this case:

1 ~ A
B (t+7) =2 ;tr{|m><l|HbDT(r)lixilﬂuD(r)}Blmb(r).
Imb Vb

(3.12)

Working in the interaction picture, the dynamics of the full
system is controlled by the interaction V(r). The time evolu-
tion is generated by the corresponding Dyson series. Thus,
assuming weak interactions, Eq. (3.12) may be evaluated to
second order in the interaction strength using an appropri-

ately truncated Dyson series for D(7). This yields, after ex-
tensive but rather straightforward calculations for the expec-
tation values corresponding to diagonal elements,

Biig(t +7) = Byjy (1) + th flijab, T)<_LB ;b(’) _ _B;i\it) )

(3.13)

and for the expectation values corresponding to off-diagonal
elements,

1B..
Byt + )= B0~ 3 S [fkab, ) + kb, ],
kb

a

(3.14)

where
flijab.A) =2 f a7 J " ALV DLV},
0 0

(3.15)

Those f’s are essentially integrals over the same environmen-
tal temporal correlation functions that appear in the memory
kernels of standard projection operator techniques. But here
they explicitly correspond to transitions between different
energy subspaces of the environment. [In Egs. (3.13) and
(3.14), we assumed that correlation functions vanish unless
they refer to correlations between parts of the interaction that
are adjoints of each other, as in Eq. (3.15). Furthermore, we
assumed tr{IT,{i| V(7)|j)}=0. Both conditions are not neces-
sarily fulfilled but apply to the concrete model analyzed be-
low.] Those correlation functions typically feature (short) de-
cay times, i.e., integrating them twice yields functions that
increase linearly in time after the corresponding decay time.
Thus, for 7 larger than the decay time, Eq. (3.15) may be
written as
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AE

<®
= e P

system environment

FIG. 1. A two-state system coupled to an environment consist-
ing of two energy bands with a finite number of levels.

f(ijab,7) = Nyy(ijab)T, (3.16)

where y(ijab) has to be computed from Eq. (3.15) but, typi-
cally, corresponds to a transition rate as obtained from Fer-
mi’s Golden Rule. Especially it will only be nonzero for
E,—E;~E,—E, for otherwise the correlation functions oscil-
lates rapidly before it decays and, hence, the corresponding
integrals vanish.

Inserting Eq. (3.16) into Egs. (3.13) and (3.14) and as-
suming that the decay times of the correlation functions are
small compared to the resulting decay times of the system
[which are of the order of 1/(ijab)], one can transform the
iteration scheme into a set of differential equations

d N, )
—Bji,= ijab)\ By — —Biiy | 3.17
dt iia JEb 7(l]a )( jjb Ng iia ( )

d 1
—Bjju=— =Bi;u 2 [kiba) + y(jkba)].  (3.18)

This set of differential equations obviously determines the
reduced dynamics of the considered system. It produces an
exponential decay to an equilibrium state. Again those dy-
namics are only a guess, but as a guess they are valid for any
initial state, regardless of whether it is pure, correlated, en-
tangled, etc. In contrast to the standard Nakajima-Zwanzig
and TCL methods, where initial states generally produce an
inhomogeneity [see Eq. (2.10)] that may be difficult to
handle, HAM allows for a direct guess on the typical behav-
ior of the system. However, a crucial condition for the appli-
cation of the above scheme is that the decay times of the
correlations are short enough such that, even for larger times,
the evolution is well described by a Dyson series truncated at
second order. This means that the scheme will break down
altogether if the interaction is too strong.

IV. APPLICATION
A. The model

To illustrate the general considerations of the previous
sections, we investigate the model of a two-state system S
that is coupled to an environment E [9]. The environment
consists of a large number of energy levels arranged in two
energy bands of the same width de. The levels of each band
are equidistant. The lower energy band contains N; levels,
the upper band N, levels. The transition of the two-state
system is in resonance with the distance AE between the
bands (see Fig. 1).

016139-6



NON-MARKOVIAN QUANTUM DYNAMICS: CORRELATED...

The total Schrodinger picture Hamiltonian of the model is
taken to be H=H(+V, where

s

Oe Oe
H(): AE;U’z + E 17n1|n1><n1| + E (AE‘l‘ ]7”2>|n2><n2
2

ny 1 ny
(4.1)

and

V=N, c(npn)o|n)no +H . c.

ny.ny

(4.2)

Here and in the following, the index n, labels the levels of
the lower energy band and n, the levels of the upper band. o,
and o, are standard Pauli matrices. The overall strength of
the interaction is parametrized by the constant N. The cou-
pling constants c(n;,n,) are independent and identically dis-
tributed complex Gaussian random variables satisfying

<C(nl7n2)> = 0’ (43)
(c(ny,ny)c(ny,ny)) =0, (4.4)
<C(n1,}’l2)C*(l’li,l’lé)> = 5nl,n{5n2,né' (45)

Transforming to the interaction picture, we get the von Neu-
mann equation (2.1) with the interaction picture Hamiltonian

V(1) = o,B(1) + o B (1), (4.6)
where
B(t) =\ 2, c(ng,ny)e 72, Yn,| (4.7)
ny,ny
and
n n
w(n,n,) = 58(1722-17‘1). (4.8)

B. The standard approach
1. Projection superoperator

In the standard approach, one uses a projection superop-
erator of the form given by Eq. (2.5). Let us denote the
projection onto the lower (upper) band by IT; (II,)

I, = E |”1><"1

, (4.9)

I, = 2 [n,)(n,]. (4.10)

We consider initial states for which only the lower band is
occupied: p(0)=ps(0)®I1,/N,. Hence, if we take the refer-
ence state

—LH (4.11)
PE—Nl 1> .

we have
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1
Pp=(trgp) ® pg=ps ® ]VHI’ (4.12)
1

and

Pp(0) = p(0). (4.13)

In the following, we write the elements of the reduced den-
sity matrix as

pij(t) =<l|pS(t)|J>’ i’j=0’17 (414)

where |0) and |1) denote the lower and upper levels of the
two-state system, respectively. If follows from Eq. (4.13) that
the inhomogeneous term of the TCL master equation (2.10)
vanishes. It can also be verified easily with the help of the
above forms for the projection superoperator and the inter-
action Hamiltonian that the condition (2.14) holds true. Thus,
the TCL generator X (z) contains only the contributions from
even orders of the coupling strength A.

2. TCL master equation of second order

From the expression (2.15) for the second-order contribu-
tion of the TCL generator, we find

Ko (1) Pp(1) = f dn fr(t,1)[20_ps(t) o,
0

{00, ps(}] ® pp,

where the curly brackets denotes the anticommutator and

folt,ty) = BOB (1)) pgh) = poh(t—1;)  (4.15)
is the two-point environmental correlation function with

27NN,

5 (4.16)

Y2

The angular brackets in Eq. (4.15) denote the average over
the random couplings ¢(n;,n,), which is determined by use
of the relations (4.3)—(4.5). The function &(7) introduced in
Eq. (4.15) is then found to be

e sin*(5e7/2)

D= et

(4.17)
where we have assumed a constant finite density of states for
the environmental energy bands. This function exhibits a
sharp peak of width de~' at 7=0 and may be approximated
by a ¢ function for times ¢ which are large compared to the
inverse band width, i.e., for der>1, we may approximate

folt.t) = ydlt—1ty). (4.18)

This yields the second-order master equation for the reduced
density matrix

d 1
ZPS(I‘) =" U—pS(I)0'+ - E{O-+0-—aps(t)} . (4.19)
This is a quantum Markovian master equation in Lindblad
form, where the quantity 17, represents the Markovian
relaxation rate.
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FIG. 2. Comparison of the numerical solution of the
Schrodinger equation to the approximations given by HAM [Eq.
(4.21)] and by the second and fourth order of the standard TCL
expansion [Egs. (4.23) and (4.31)]. Parameters: N;=N,=500, Se
=0.5, and A=5X 107,

On the ground of the second-order approximation, one
could naively expect that the master equation (4.19) provides
a reasonable approximation of the reduced system’s dynam-
ics, if the relaxation rate 7, is small compared to the
bandwidth

y, < 5. (4.20)

However, we are going to demonstrate that this is not true. A
comparison to numerical simulations of the full Schrodinger
equation and to the prediction of HAM shows that the long-
time dynamics is not correctly reproduced by this master
equation.

The approximation of HAM leads to the following ex-
pression for the population of the upper level:

P4l + Le—()’lﬂ’z)t ,
ity Yitn

where 7, is defined by Eq. (4.16) and we have introduced a
further relaxation rate

p11(t) = p11(0) (4.21)

27NN,

= 4.22
Y Se ( )

On the other hand, the TCL master equation (4.19) gives
p11(1) = p11(0)e™". (4.23)

Thus, the TCL master equation predicts an exponential relax-
ation of the populations to zero, while the solution obtained
by means of HAM approaches the stationary population

Y1
Yt

To judge the quality of the various approximations, we
have performed numerical solutions of the full Schrodinger
equation corresponding to the Hamiltonian defined by Eqs.
(4.1) and (4.2). The initial state has been taken to be of the
form |1) ® |x), where the environmental state |y) represents a
superposition of the states |n;) of the lower band with inde-
pendent Gaussian distributed random amplitudes of zero
mean and equal variances. For certain parameter ranges, we
find an excellent agreement of the HAM prediction with the
simulation results. An example is shown in Fig. 2. Note that
for the parameters of this figure we have y,/8e=3X 1073,

pit = pi(0) (4.24)
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such that the standard Markov condition (4.20) is very well
satisfied.

We conclude that, although the standard Markov condi-
tion (4.20) is fulfilled, the Markovian master equation (4.19)
does not yield a good approximation of the dynamics for
intermediate and long times. In particular, its prediction for
the stationary state is totally wrong. The important point to
note is that, in order to judge the quality of the Markov
approximation, an analysis of the contributions of higher or-
ders is indispensable. We also note that the same problem
occurs if one uses the Nakajima-Zwanzig master equation.

3. The master equation of fourth order and failure
of the Born-Markov approximation

To understand the failure of the Born-Markov approxima-
tion, we investigate the fourth order of the TCL expansion.
The contribution of fourth order to the TCL generator is
given by Eq. (2.16). One finds that this contribution is deter-
mined by the two-point correlation function (4.15) and by
the four-point correlation function

fat,t1,ty,13) = (r{B(1) BT (1)) B(12)B' (t3) pi}).  (4.25)

The analysis shows that this function has two sharp peaks of
width de~! at t=t1,, t,=t; and at t,=t,, t=t;, and may be
approximated, under the conditions of the Sec. IV B 2, by
the expression:

Falt,t1,10,13) = V38t — 1) 8ty — 13) + Y1 y2 8t — 13) 81, — 1),
(4.26)

where 7y , are defined by Eqs. (4.22) and (4.16).

The double-peak structure of the four-point correlation
expressed by Eq. (4.26) has decisive consequences. With the
help of the correlation functions given above, the master
equation of fourth order in the coupling is found to be

d 1
EPS(I) =I'(1) [ o_pso, — E{U#T—’Ps}]

~ 1
+ F(t)[(r+0'_p30'+0'_ - E{O'J,O'_,Ps}} )
(4.27)

where

T(1)=y,(1- %1, T@) =yt (4.28)

Equation (4.27) is a master equation with time-dependent

relaxation rates I'(r) and f(t). The second-order contribution
to the rate I'(¢) is given by 7,, while the fourth order yields
the contribution y,(y,t). Therefore, the fourth-order term of
the TCL generator is small compared to the second-order
term only if the times ¢ considered satisfy the additional
condition

Thus, we see that the occurrence of terms proportional to 7 is
responsible for strong deviations from the Markovian behav-
ior. These terms are due to the double-peak structure of the
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four-point correlation function f,. We remark that this struc-
ture is markedly different from the usual situation of the
coupling of an open system to a Bosonic field vacuum, for
example. In this case, f, has only a single peak, and hence,
the above phenomenon of strong deviations from the Mar-
kovian dynamics for weak couplings does not occur.

The master equation (4.27) yields the coherences

po1(1) = poi(0)e™ 72", (4.30)

and the populations

pri(0) = ppy(0)e V2N mr 2, (4.31)

For vy, ,t<1, we find the expansion

pi(t) = pll(o)[ Yol + 272(71 + ) ]

which is seen to coincide with the corresponding short-time
expansion of the HAM approximation given by Eq. (4.21).
Thus, we conclude that the TCL expansion based on the
standard projection reproduces the short-time behavior pre-
dicted by HAM within the given orders. Correspondingly,
the TCL approximation of fourth order clearly improves the
approximation for short times, but leads to unphysical results
for longer times and diverges in the limit t— e, as is illus-
trated in Fig. 2. We note that a similar situation occurs for the
spin-star model studied in Ref. [45].

Summarizing, the fourth order clearly indicates that the
TCL expansion does not converge uniformly in 7. It only
provides a short-time expansion of the dynamics. As a result
of the emergence of terms, which are given by powers of ¢, it
is impossible to obtain valid predictions on the long-time
dynamics if one truncates the TCL series at any finite order.

C. TCL expansion using the correlated projection
superoperator

In view of the above analysis, the following question
arises: Is it possible to construct a projection superoperator
P whose corresponding TCL expansion yields the full
prediction of HAM already in lowest order and leads to a
systematic expansion around HAM in higher orders? To
answer this question, we consider the following projection
superoperator:

1 1
Pp=trg{ll;p} ® FHI +tr{llp} ® ZVZHZ

=y ® —H +p§ ® L, (4.32)
N,

This projection belongs to the class of superoperators intro-
duced in Eq. (2.7). By this ansatz, the total system’s state is
approximated by a separable but nonfactorizing state. The
dynamical variables are the unnormalized density matrices

(l) and p(z) which are correlated with the projections onto
the lower and upper bands, respectively. The reduced density

matrix of the two-state system is found with the help of Eq.
(2.9):

ps(t) = trg{Pp()} = pi (1) + p§(1).

Assuming that the initial state is of the correlated form,

(4.33)
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p(0) = pS”(O)@—H + Y >(0)®—H2, (4.34)

we have Pp(0)=p(0) and the inhomogeneous term of the
TCL equation (2.10) vanishes.

1. Second-order master equation

Using the projection superoperator (4.32), we get the fol-
lowing second-order TCL equation:

1
—Ppm p(0) ® —Hl +p2(1) ® v = K0Pp(0),
2

(4.35)

where the TCL generator takes the form

KA (0)Pp(1) = f dth(t = 1)[2y,0,p5 0

t
- yalo.o_,pg )}] ® _H1 +f dt h(t—1,)
0

(1)

1
X [2y,0.p8 0, - y{o_o.p}] ® v 1L
2

(4.36)

Combining Egs. (4.35) and (4.36) and assuming again
det>1, we find the equations of motion

d Y
—p ()= yo.pf0 ~ oo pt,  (437)
dt 2
—ps $(0) = yo_pio, - —1{0_0+,p§2)}. (4.38)

This is a coupled system of ﬁrst order differential equations
for the two density matrices p (t) and p<2)(t). The elements
of these matrices are written as

plj)(t) <l|psl)(t)|J>’ pl_/)(t) <l|pS )(t)|.l>

Equations (4.37) and (4.38) can now be used to derive an
equation of motion for the reduced density matrix, making
use of Eq. (4.33). First, we get from Eq. (4.38),

(4.39)

—p“)(t) 0, (4.40)

dt

(2) (1)

_Poo () = yop); (1) = 71Po)(f) (4.41)

We assume again that initially only the lower band is
populated,

p?(0)=0. (4.42)
It thus follows from Eq. (4.40) that
() =0 (4.43)

From Eq. (4.37), we find
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FIG. 3. Comparison of the second-order TCL approximation
using the new projection superoperator [Eq. (4.51)], of the approxi-
mation given by HAM [Eq. (4.21)] and of the numerical solution of
the Schrodinger equation. Parameters: N;=N,=500, de=0.5, and
A=0.001.

7’2P11 ( 1. (4.44)

_P11 (1) = 71Poo (1) -
From Eqs (4.44) and (4.41), we see that the quantity
pll)(t)+p (¢) is constant. With the help of the initial condi-

tion (4. 42) we, thus, have

pig (1) = pi(0) - pi(0). (4.45)
Substituting this into Eq. (4.44), we find
d
P 1)(f) =—(y+ 7’2)P1 1)(t) + ’)’191 (0). (4.46)

dt

Since p,(r)= p(]ll)(t) because of Eq. (4.43), we finally arrive
at the equation of motion for the populations

(4.47)

d
—p(0) == (y1 + )11 () + ¥1011(0).

dt
In a similar manner, one is led to the equation of motion for
the coherences

d

—poi(t) =—

7 (4.48)

%Pm(t)-
The dynamics of the reduced density matrix is thus
determined by Egs. (4.47) and (4.48). These are time-local
first-order differential equations with constant coefficients.
They are identical to the equations of motion obtained using
HAM. In particular, the solution of Eq. (4.47) is given by
the expression (4.21). Hence, we conclude that the lowest
order of the TCL expansion with the projection superopera-
tor introduced in Eq. (4.32), indeed, reproduces the HAM
prediction.

We observe that the dynamics of the population p;(z) is
strongly non-Markovian because of the presence of the ini-
tial condition p;;(0) on the right-hand side of Eq. (4.47).
This term expresses a pronounced memory effect; namely, it
implies that the dynamics of the populations never forgets its
initial data. Note also that the dynamics of the reduced den-
sity matrix is not in Lindblad form and does not even repre-
sent a semigroup. It does, however, lead to a positive dy-
namical map, as can easily be verified.
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FIG. 4. The same as Fig. 3 for A=0.003.

In the transition from Eq. (4.36) to Egs. (4.37) and (4.38),
we have assumed for simplicity that the times ¢ considered
satisfy the condition Jdef>1. Without this condition, the
master equations (4.37) and (4.38) must be replaced by

d t
—pl(n) = f dth(t - 1)[2y,0.05 (1) o
0

dt
- ylo.opd (011, (4.49)
d 1
Ep(sz)(t) = J dtih(t = 1) 2,0 p{ (Do,
0
- yio_o.pP0}]. (4.50)

These equations describe the full time dependence as it is
predicted by the TCL expansion in second order. They lead
to the following populations of the upper level:

+ Le—“’)}, 4.51)

p11(1) =P11(0){ it

it

where

L) =2(y, + Vz)f dt1f 1 dhh(ty—1,),  (4.52)
o Jo

and the function A(7) is given by Eq. (4.17).

In Figs. 3-5, we compare the result given by Eq. (4.51) to
the prediction of HAM and to numerical simulations of the
Schrodinger equation. The figures clearly show that already
the lowest order of the TCL expansion with our projection

T T T T T T T

Schrodinger  + |
new TCL2 — |

0.9
08 1 N, HAM
0.7 F )
0.6

P11

0.5 -

FIG. 5. The same as Fig. 3 for A=0.01.
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superoperator gives a good approximation of the dynamics.
It not only yields the correct stationary state, but also reason-
able predictions on the relaxation times even for rather
strong couplings, where deviations from the HAM result are
large. Note that the rates 7y, , of Fig. 3 differ from those of
Fig. 5 by a factor of 100, and that the parameters of Fig. 5
correspond to the ratio y; ,/de=1.3.

2. Master equation of fourth order

We have seen that the lowest order of the TCL expansion
obtained with the help of the correlated projection superop-

PHYSICAL REVIEW E 73, 016139 (2006)

erator is capable of reproducing the prediction of the HAM
approximation, and even improves this approximation for
larger couplings. The question now is: What happens in
higher orders of the expansion? As our numerical simula-
tions indicate, higher-order corrections should be small for
all times. We show that, by contrast to the case of the stan-
dard projection, this is, indeed, the case.

The fourth-order contribution to the TCL generator is ob-
tained by using the projection superoperator defined by Eq.
(4.32) in the general expression (2.16). One finds

K4)Pp= f dtlj | dfzf 2 dt[2(7; + y )t = t)h(t) = 13) + h(t = 13)h(ty = )], p 0 = 29,9 At = t)h(t, - 13) + 2h(t
o Jo 0

— t3)h(t — )]0, 0_py 7,0~ [Vah(t = ) h(t, — t3) + (3 = vy y)h(t = t3)h(t, - 1) Koo, ps "} @ —H1 +[2(n

+ NVt = 0)h(t) — 13) + h(t — 13) (1) - 12)]0'—P(s1)0+ =2y Y[ Wt = 1) h(t) — 13) + 2h(t — 13) (1, — lz)]U—U+Ps )0'—(7+

—[Vh(1 = 0)h(1, = 13) + (V2 = Yy vkt = )h(ty — ) Hoo, p§

Here, h(7) is again a function that is sharply peaked at 7=0
and may be replaced by the & function &(7) for times that are
large compared to the inverse bandwidth. The decisive point
is the following. When carrying out the threefold time inte-
grations in the above expression, no terms emerge that grow
like powers of ¢. This is because the integrands do not con-
tain terms of the form h(t,—13). As a result, the contribution
from KC4(f) remains small for all times f, and the limit
t— o0 of the generator exists.

To illustrate this point, let us model the function /(7) by

5
Mﬁ:ff%w (4.53)

which approaches 8(7) for infinite bandwidth. The time inte-
grations may then easily be carried out to give

t I I
f dt, J dt, f dish(t —ty)h(t, — t3)
0 0 0

~ %ee’ dtlf dzzf dt3h(t—t3)h(t1—t2)~—

Hence, we see that K,(f) becomes time independent for
det> 1 and that the fourth order of the expansion leads to the
equations of motion

d 2
20 =T10pl 0~ oo p} - Tso,0-p o0,

(4.54)

1
)
® —II,.
He T

(1)

d
= p2(0) = Tror_pler, P

1 2 r
_{U_U+,P(s )} -0 0.p5 0 0,

dt
(4.55)
where we have introduced the rates
Vit Y
I = 1+ —|, 4.56
1 71[ 286 ] ( )
2%—%}
I,= 1+———, 4.57
2 72{ 456 ( )
= 3nn
I's= 4.58
s=ls= (4.58)
= 2y - 7’2}
I = 1+ s 4.59
1 ’)’1{ 456 ( )
Yt »
r,= 1+ —|. 4.60
2 72[ 286 ] ( )

This shows that the fourth order merely yields corrections of
order O(7y; ,/ d¢e) to the equations of motion found in second
order. Thus, as expected the TCL series obtained with the
correlated projection superoperator indeed leads to a system-
atic perturbation expansion around the approximation sug-
gested by HAM.

We finally mention that the equations of motion for the
populations of the reduced system in fourth order take the
form
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d —
—pu() == +T)py () + T'1py(0),

7 (4.61)

which is easily solved to yield

RS .
ity Ntn

The interesting point to note is that the stationary state is
identical to the one found in second order. Thus, the station-
ary state is not affected by the fourth-order corrections. How-
ever, the rate of the relaxation into the stationary state is
found to be

p1i(t) =P11(0){

+
% ”], (4.63)

I+, =(p+m)| 1+ —=
1 2= () 7’2){ 286
which is seen to be larger than the relaxation obtained in
second order.

V. CONCLUSIONS

In this paper, we have analyzed non-Markovian quantum
processes by means of the time-convolutionless projection
operator technique and of the Hilbert-space-average method.
It has been demonstrated that by use of a class of projection
operators that project onto correlated system-environment
states, an efficient nonperturbative treatment of certain non-
Markovian processes is possible. The correlated projections
have been shown to correspond to the idea of a best guess
underlying the approximation of HAM.

The general mathematical formalism of the projection op-
erator techniques does not tell us which projection superop-
erator should be used for a given system-environment model.
The choice of an appropriate projection P depends on the
structure of the model under study and must be based on
physical considerations. The aim is of course an efficient
description, i.e., a description that can be expected to yield
accurate results even in low orders of the coupling. Once a
certain projection P has been chosen, one can use the per-
turbation expansion in order to check explicitly whether or
not higher orders remain small and, thus, whether or not P
enables a computationally efficient treatment of the reduced
dynamics.
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We emphasize that the projection operator techniques
yield an expansion of the equations of motion for the rel-
evant variables Pp(7) and not an expansion of these variables
itself. Different projection superoperators lead to different
sets of relevant variables and, hence, to equations of motion
with completely different structures. Consequently, the usage
of different projections implies a complete reorganization of
the perturbation expansion. This point has been demonstrated
here by means of a specific system-environment model. As
we have seen, the TCL technique, which is based on the
correlated projection superoperator, yields accurate results
for this model already in lowest order, while the standard
TCL procedure fails in any finite order of the coupling.

Our results suggest applications to other models showing
strong non-Markovian effects. For example, it is clear that
the class of correlated projections introduced here may also
be applied to a generalization of the model studied in Sec.
IV, which involves any number of well-separated environ-
mental energy bands.

In Sec. IT A, we have formulated two general conditions
for suitable superoperators P. The first one [Eq. (2.3)] is
simply the condition that the map P be a projection operator.
The second condition [Eq. (2.4)] requires that the projection
Pp of any state p of the composite system contains the full
information that is necessary to extract the reduced density
matrix pg from the relevant variables. It is easy to construct
classes of superoperators that satisfy these two conditions
and are even more general than the class of correlated pro-
jections investigated here. As mentioned already, the latter
project the total state onto a separable, classically correlated
system-environment state. This suggests exploiting the pos-
sibility of using superoperators that project onto nonsepa-
rable, entangled quantum states. In this way, one might be
able to investigate the dynamical significance of entangle-
ment in non-Markovian quantum processes.
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